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 The insignifi cance of statistical signifi cance      
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KEY MESSAGE(S):

·  Medical research will not improve if we simply interpret our results using the clear-cut diff erence between statistical 
signifi cance and non-signifi cance

· Medical researchers should be more interested in the size of the observed result than in its statistical signifi cance
· Confi dence intervals provide more information than P-values
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 Hypothesis testing is often used to provide evidence to 
support medical research fi ndings. Hypothesis testing 
allows the researcher to make inferences about an entire 
population based on information obtained from a rela-
tively small sample of individuals (1). However, hypoth-
esis testing and the corres ponding  P -value present many 
challenges for interpretation (2). 

 Many published scientifi c journal articles include 
statements such as  ‘ is statistically signifi cant ’  or  ‘ a statis-
tically signifi cant  P -value of 0.031 was found ’  (3). Speak-
ers at medical congresses and workshops also focus on 
statistical signifi cance. Unfortunately, this focus does not 
necessarily facilitate decisions about the relevance of 
the obtained results (3,4). The current paper is not 
intended to provide an extended and exhaustive over-
view of statistical analyses and their interpretations; 
rather, it discusses the interpretation of  P -values and 
confi dence intervals and the clinical importance of these 
measures.  

 STATISTICAL SIGNIFICANCE 

 Medical researchers gather sample data to assess the 
amount of evidence for a specifi c association or eff ect. 

Hypothesis testing has been used for decades to quan-
tify beliefs against a particular hypothesis or in favour 
of another postulated hypothesis (5). These analyses 
rely on an arbitrary division of  ‘ significant ’  or  ‘ non-
significant ’ , often employing a threshold of  P   �  0.05 
(i.e. an alpha of 5%) to assess the evidence against an 
a priori postulated null hypothesis (6,7). This clear cut-
off implies that on 5% of the cases where the null 
hypothesis is true, it will incorrectly be rejected (if an 
alpha of 1% is used, incorrect rejection of the null 
hypothesis will occur in 1% of the cases). For example, 
of every 1000  P -values that are reported in medical 
manuscripts, 50  P -values will incorrectly accept the 
alternative hypothesis. Moreover,  P -values depend on 
the sample size at hand: a larger sample size will 
increase the  power  of a study, which is the study ’ s 
ability to detect a statistically significant difference 
(i.e. even small associations or effects will be detected). 
Consequently, clinically irrelevant effects or associa-
tions (i.e. a regression coefficient near zero) will 
appear statistically significant in studies based on a 
large sample size, whereas possible clinically impor-
tant differences observed in small studies will be 
ignored because of their non-signifi cance (8). 
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 Let us consider a hypothetical study in which the 
15-item geriatric depression scale (GDS-15) (9) was 
administered to determine the association between 
depression and sex. A cut-off  score of six (scores ranging 
from 0 to 15, with a higher score being indicative for 
more depressive symptoms) was set to diff erentiate indi-
viduals with a clinical depression from non-depressed 
individuals. We hypothesize that females and males dif-
fer regarding their score on the GDS-15. If the mean dif-
ference (females ’  score –  males ’  score) is positive, females 
report more depressive symptoms than males do, 
whereas a negative mean diff erence indicates that males 
report more depressive problems. The mean score for 
females is 3.3, and the mean score for males is 3.1. If 
we use an independent t-test (or an analysis of variance 
or regression analyses), this mean diff erence of 0.2 
points appears highly statistically signifi cant (e.g. 
 P   �  0.001). Therefore, we might conclude that females 
signifi cantly report more depressive symptoms than 
their male counterparts. The question remains whether 
this diff erence has any  clinical signifi cance  or  practical 
value.  Unfortunately,  P -values are solely a measure for 
the evidence for the null hypothesis and give us no indi-
cation whatso ever as to the clinical importance of our 
observed diff erence (1).   

 CONFIDENCE INTERVALS 

 A confi dence interval (CI) provides more information 
than a  P -value and can help us with the interpretation 
of our research fi ndings. Most medical studies are based 
on a 95% CI. This implies that with 95% confi dence, the 
true population value is likely to fall within the confi -
dence interval, bounded by a lower and upper extremity 
(5). Put another way, if 100 random samples are drawn 
from the same population, 95% of the confi dence inter-
vals obtained in these samples will include the true 
population value. Confi dence intervals not only provide 
evidence for statistical signifi cance (i.e. an eff ect or asso-
ciation will be signifi cant when the 95% CI does not 
include the value that is postulated as the null hypoth-
esis), (1) but also provide information on the magnitude 
and direction of the obtained results. 

 Let us reconsider the above-mentioned hypothetical 
study. The null hypothesis states that the mean diff er-
ence between females and males on the GDS-15 (scale 
ranging from 0 to 15) is zero. Hence, if zero is detected 
in the 95% CI, the null hypothesis is not rejected. Exam-
ples of possible study results, using an  α  of 5%, are dis-
played in Table I. Although example 1 is statistically 
signifi cant (even when an  α  of 1% is used), this result is 
unlikely to have any clinical relevance because the diff er-
ence between females and males is extremely small. 
Although this result is highly signifi cant, the claim that 
females signifi cantly report more depressive problems 
than their male counterparts do is unlikely to be of any 

real importance. Example 2 is not only statistically sig-
nifi cant but also clinically relevant; the diff erence between 
females and males on the GDS-15 is approximately two 
whole points. Moreover, the confi dence interval is quite 
narrow, which indicates that the sample size is large 
enough to make a proper judgement. Example 3 is not 
statistically signifi cant. The confi dence interval in this 
example is very large (almost six points), which makes it 
diffi  cult to draw any fi rm conclusions. Since the confi -
dence interval in this example includes both negative and 
positive values, it is not yet clear if there is a diff erence 
between these two groups (if females report more depres-
sive symptoms than males or vice versa). Consequently, 
this study should be repeated using a larger sample size, 
which will decrease the width of the confi dence interval. 

 As shown in these three examples, the CI provides 
additional and more useful information than  P -values.   

 SUGGESTED STRATEGY 

 To date, statistical signifi cance has, unfortunately, often 
been thought to be equivalent to clinical importance (10). 
However, because a  P -value is simply a dichotomous mea-
sure for the amount of evidence against a null hypothesis 
(i.e. a  P -value near zero provides more evidence against the 
null hypothesis), it does not provide any information on the 
clinical importance of a research fi nding. Consequently, 
medical research will not improve if we simply interpret our 
results using the clear-cut diff erence between signifi cance 
or non-signifi cance (11). It is extremely important not to 
trust the clear-cut, arbitrary level of a  P -value or to perceive 
it as a golden standard; more careful considerations are 
required, such as confi dence intervals. Moreover, the inter-
pretation of the results should be evaluated in light of other 
available statistical measures of evidence, such as relevant 
diff erence, explained amount of variance (i.e. R 2 ), odds 
ratios, survival rates, correlation coeffi  cients and regression 
coeffi  cients. Because critical appraisal is a rather subjective 
matter, the observed results should be interpreted in terms 
of context and type of the study and should be compared 
with the available medical literature. 

 In conclusion, medical researchers should be more 
interested in the size of the observed result than whether 
the result is statistically signifi cant. Since the conclusions 
reached in medical studies provide input for further 
medical research and lead to medical decisions, the 

  Table I. Three examples of possible results observed in a hypothetical 
study.  

Mean diff erence ∗  P -value 95% CI  N 

Example 1 0.15 0.001 0.05 – 0.25 2000
Example 2 2.10 0.005 1.25 – 2.95 1200
Example 3 1.30 0.089  2 1.10 – 3.70 400

    ∗ Score ranging from 1 to 15 with a higher score being indicative for 
more depressive symptoms.   
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medical researcher should use his or her medical knowl-
edge and clinical expertise to evaluate the strength of the 
observed results, whether they are signifi cant or not. 
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